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Abstract. The paper deals with the numerical modeling of compressible single-phase flow of a mix-
ture composed of several components in a porous medium. The mathematical model is formulated
by means of Darcy’s law, components continuity equations, constitutive relations, and appropriate
initial and boundary conditions. The problem is solved numerically using a combination of the
mixed-hybrid finite element method for Darcy’s law discretization and the finite volume method
for the discretization of the transport equations. This approach provides exact local mass balance.
The time discretization is carried out by the Euler method. The resulting large system of nonlinear
algebraic equations is solved by the Newton-Raphson iterative method. The dimensions of obtained
system of linear algebraic equations are significantly reduced so that they do not depend on the
number of mixture components. The convergence of the numerical scheme is verified on two prob-
lems of methane injection into a homogeneous 2D reservoir filled with propane which is horizontally
or vertically oriented.

Keywords. Mixed-hybrid finite element method, finite volume method, Newton-Raphson method,
single-phase compressible multicomponent flow, miscible displacement

1. Introduction

The reliable prediction of transport of multicomponent
mixtures in the subsurface is important for many appli-
cations including oil recovery or CO2 sequestration. The
traditional approaches use either the fully implicit (fully
coupled) method or a sequential method [20, 5]. The fully
implicit method is stable, allows for long time steps, but
leads to extremely large systems of linear algebraic equa-
tions whose size is proportional to the number of compo-
nents. Alternatively, one can use sequential solution pro-
cedures like IMPEC (implicit pressure, explicit concentra-
tions) [13]. In this approach, a pressure equation is formu-
lated by summing up the transport equations [20, 5] or by
other method [12, 21, 1]. The pressure equation is solved
implicitly using the concentrations from the previous time
step. Next, the mole fractions are updated using explicit
methods. This procedure allows to reduce the size of the
solved system as only pressure is solved implicitly. How-
ever, this approach is conditionally stable and the time step
has to be chosen prohibitively small in many cases.

In this paper, we deal with the numerical modeling of
the compressible single-phase flow of a mixture composed
of several components in a porous medium which is suit-
able for description of multicomponent subsurface trans-
port. We propose a new approach based on a combination
of the mixed-hybrid finite element method (MHFEM) and
the finite volume method (FVM). Similarly to the implicit
schemes, our method leads to large systems of linear alge-

braic equations, but it is possible to reduce the size of the
final system of equations to a size independent on the num-
ber of mixture components. Therefore, the solution cost
is comparable with the traditional sequential approaches.
Unlike in other sequential approaches, no pressure equation
has to be formed as pressure is evaluated directly from the
equation of state.

The paper is structured as follows. First, we present the
mathematical model of the problem. Then, the numerical
methods used for derivation of the computational scheme
are described together with the proposed computational
algorithm. Finally, we present computed numerical results
verifying convergence of the numerical scheme.

2. Mathematical model

Let Ω ⊂ R2 be a bounded domain with porosity ϕ [-],
and (0, τ) be the time interval [s]. Consider the single-
phase compressible flow of a fluid with NC components in
the domain at a constant temperature T [K]. Neglecting
diffusion, the transport of the components is described by
the following molar balance equations [12]

∂(ϕci)
∂t

+ ∇ · (ciq) = fi , i = 1, . . . , NC , (1)

ci = ci(x, t) , x ∈ Ω , t ∈ (0, τ) ,

where unknown quantities ci , i = 1, . . . , NC , are the mo-
lar concentrations of the components [mol m−3]. On the
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right hand side of equation (1), fi [molm−3s−1] denotes
the sink/source term. Darcy’s velocity q [m s−1] is given
by Darcy’s law (see [2])

q = −µ−1K(∇p − ϱg) , (2)

where K ∈ [L∞(Ω)]2×2 is the medium intrinsic perme-
ability [m2] (generally symmetric and uniformly positive-
definite tensor satisfying (B.7)), µ is the viscosity
[kgm−1s−1], ∇p denotes a gradient of the pressure p [Pa], g
is the gravitational acceleration vector [m s−2], and ϱ is the
fluid density [kg m−3]. Equations (1) and (2) are coupled
with constitutive relations expressing dependencies

p = p (c1, . . . , cNC
, T ) , µ = µ (c1, . . . , cNC

, T ) ,

ϱ = ϱ (c1, . . . , cNC ) .
(3)

In this work, pressure is prescribed by the Peng-Robinson
equation of state (PR EOS), while viscosity is given by the
Lohrenz-Bray-Clark (LBC) method. Details of relations
(3) are presented in Appendix A.

The initial and boundary conditions are given by

ci(x, 0) = c0
i (x) , x ∈ Ω , i = 1, . . . , NC , (4a)

ci(x, t) = cD
i (x, t) , x ∈ Γc(t) , t ∈ (0, τ) , i = 1, . . . , NC ,

(4b)
p(x, t) = pD(x, t) , x ∈ Γp , t ∈ (0, τ) , (4c)

q(x, t) · n(x) = qN (x, t) , x ∈ Γq , t ∈ (0, τ) , (4d)

where n is the unit outward normal vector to the boundary
∂Ω . Equations (4c) and (4d) determine the Dirichlet and
Neumann boundary conditions on the Γp , Γq parts of the
boundary, respectively, whereas conditions Γp ∪ Γq = ∂Ω
and Γp∩Γq = ∅ must be satisfied. The boundary condition
(4b) for molar concentration is also the Dirichlet type. The
set Γc(t) denotes the inflow part of the boundary ∂Ω in time
t, i.e.

Γc(t) = {x ∈ ∂Ω |q(x, t) · n(x) < 0} .

3. Numerical solution

The system of equations (1)–(4) is solved numerically by
a combination of the mixed-hybrid finite element method
(MHFEM), for Darcy’s law (2), and the finite volume
method (FVM), for transport equations (1). The sub-
sequent scheme is derived using the Euler method for
time discretization and linearized by the Newton-Raphson
method (NRM).

We consider a 2D polygonal domain Ω with the boundary
∂Ω which is covered by a spatial triangulation TΩ consisting
of triangles or quadrilaterals. Let us denote K the element
of the mesh TΩ with area |K|, E the edge of an element
with the length |E|, NK the number of elements of the
triangulation, and NE the number of edges of the mesh.

3.1. Discretization of Darcy’s law

Darcy’s velocity q can be approximated in the Raviart-
Thomas space of the lowest order (RT0

K) over the element

K ∈ TΩ as
q =

∑
E∈∂K

qK,EwK,E , (5)

where the coefficient qK,E is the flux of vector function q
through the edge E of the element K with respect to outer
normal, and wK,E represents the piecewise linear RT0

K–
basis function associated with the edge E (see [3, 4, 17] or
Appendix B).

By expressing the pressure gradient from Darcy’s law
(2), we obtain

∇p = −µK−1q + ϱg . (6)

Multiplying (6) by the basis function wK,E , integrating
over K, taking advantages of the RT0

K space (see Appendix
B), and using (5) on the right side and the Green theorem
on the left side together with the mean value theorem, we
derive a discrete form of Darcy’s law

qK,E = µ−1
K

(
αK

E pK −
∑

E′∈∂K

βK
E,E′pK,E′ + γK

E ϱK

)
, (7)

for E ∈ ∂K. In equation (7), αK
E , βK

E,E′ , and γK
E are coef-

ficients dependent on the mesh geometry and on the local
values of permeability (details in Appendix B); pK is the
cell pressure average; pK,E′ is the edge pressure average;
and µK , ϱK denote the mean values of viscosity and den-
sity over the cell K, respectively.

The continuity of flux and pressure on the edge E be-
tween neighboring elements K,K ′ ∈ TΩ can be written as

qK,E + qK′,E = 0 , (8)
pK,E = pK′,E =: pE . (9)

Boundary conditions (4c), (4d) expressed in a discrete form
read as

pK,E = pD(E) , ∀E ⊂ Γp , (10a)

qK,E = qN (E) , ∀E ⊂ Γq , (10b)

where pD(E) is the prescribed value of the pressure p aver-
aged on the edge E, and qN (E) is prescribed flux through
the edge E.

The flux can be eliminated by substituting qK,E from (7)
into equations (8) and (10b). For further derivation, let us
consider time dependent quantities at time tn+1 denoted
by upper index n + 1. Then, equations (7)–(10) transform
to the following system of NE linear algebraic equations

FE ≡



∑
K:E∈∂K

(
µn+1

K

)−1
(
αK

E pn+1
K −

∑
E′∈∂K

βK
E,E′p

n+1
K,E′

+ γK
E ϱn+1

K

)
= 0 , ∀E ̸⊂ ∂Ω ,(

µn+1
K

)−1
(
αK

E pn+1
K −

∑
E′∈∂K

βK
E,E′p

n+1
K,E′

+ γK
E ϱn+1

K

)
− qN (E) = 0 , ∀E ⊂ Γq ,

pn+1
K,E − pD(E) = 0 , ∀E ⊂ Γp .

(11)
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Herein, the symbol
∑

K:E∈∂K

denotes the sum over the ele-

ments containing edge E . A similar procedure leading to
the mixed-hybrid formulation can be found in [16].

3.2. Approximation of the transport equations

Transport equations (1) with the initial and boundary con-
ditions (4) are discretized using the FVM [14]. Integrating
(1) over an arbitrary element K from the mesh TΩ , and
using the Green theorem, we obtain

d
dt

∫
K

ϕ(x)ci(x, t) +
∫

∂K

ci(x, t)q(x, t) · n∂K(x) =
∫
K

fi(x) ,

i = 1, . . . , NC .
(12)

By applying the mean value theorem, and denot-
ing ϕK , ci|K , fi|K the averaged values of ϕ, ci , fi

(i = 1, . . . , NC), respectively, over the cell K, we derive
from (12)

d(ϕKci|K)
dt

|K| +
∑

E∈∂K

c̃i|E
∫
E

q · nK,E

︸ ︷︷ ︸
= qK,E

= fi|K |K| , (13)

where c̃i|E denotes the concentration ci on the edge E. The
integral in (13) is equal to the flux through the edge E from
element K (the component of q in the direction of outward
normal to E).

Let us suppose that the porosity does not depend on
time. The time derivative of ci|K in (13) is approximated
by the time difference with a time step ∆tn . Using the
Euler method (see [14]), we obtain for every n , all elements
K ∈ TΩ, and components i = 1, . . . , NC

FK,i ≡ ϕK |K|
ci|n+1

K − ci|nK
∆tn

+
∑

E∈∂K

c̃i|nE qn+1
K,E

(
pn+1

K,E , c1|n+1
K , . . . , cNC |n+1

K

)
− fi|K |K| = 0 , (14)

where qn+1
K,E is given by (7). The value of c̃i|nE is chosen

from neighboring element in the upwind direction, i.e.

c̃i|nE =


ci|nK for qn+1

K,E ≥ 0 ,

ci|nK′ for qn+1
K,E < 0 ∧ E ̸⊂ ∂Ω : K ∩ K ′ = E ,

cD
i |nE for qn+1

K,E < 0 ∧ E ⊂ ∂Ω ,

(15)
where cD

i represents the concentration of the i-th compo-
nent on the inflow boundary. Note that the scheme is al-
most fully implicit – the only term in (14) which is evalu-
ated explicitly is the value of c̃i|nE .

The initial and boundary conditions (4a) and (4b) are
approximated as

ci|0K = c0
i (K) , ∀K ∈ TΩ , i = 1, . . . , NC , (16a)

c̃i|nE = cD
i (E, tn) , ∀E ⊂ Γc(t) , i = 1, . . . , NC , tn < τ .

(16b)

3.3. Combining the MHFEM and the FVM
schemes

Let us use the notation FE and FK,i , for edge E ∈
{1, . . . , NE} , element K ∈ {1, . . . , NK} , and component
i ∈ {1, . . . , NC} , the left hand sides of equations (11)
and (14) with qn+1

K,E substituted from relation (7). The
cell averaged values pK = pK (c1|K , . . . , cNC

|K) , ϱK =
ϱK (c1|K , . . . , cNC

|K) , and µK = µK (c1|K , . . . , cNC
|K) are

evaluated using constitutive relations (3). The system of
NE + NK × NC equations

F = [F1, . . . , FNE
;

F1,1, . . . , F1,NC , . . . , FNK ,1, . . . , FNK ,NC ]T = 0

for unknown molar concentrations c1|n+1
K , . . . , cNC |n+1

K ,
K ∈ {1, . . . , NK} , and edge averaged pressures pn+1

E ,
E ∈ {1, . . . , NE}, is a nonlinear system of algebraic equa-
tions which we solve using the NRM. The resulting sys-
tem of linear algebraic equations is shown in Fig. 1, where
the sparse Jacobi matrix is unsymmetric, and the unknown
vector is represented by corrections of molar concentrations
and edge pressures. The nonzero black-coloured values in
Fig. 1 are given by partial derivatives

(JK)i,j =
∂FK,i

∂cj |n+1
K

, (JK,E)i =
∂FK,i

∂pn+1
K,E

, (17)

(JE,K)j =
∂FE

∂cj |n+1
K

, JE,E′ =
∂FE

∂pn+1
K,E′

, (18)

where JE,E′ is element of the matrix JE,E′ and i, j =
1, . . . , NC ; K = 1, . . . , NK ; E, E′ = 1, . . . , NE . The par-
tial derivatives in (17) can be evaluated analytically using
(3), (11), and (14).

J1

J2

JNK

JK,E

JE,K JE,E′

c1|1 cNC
|1. . . c1|NK cNC

|NK. . .c1|2 cNC
|2. . . p1 pNE

p1

pNE

c1|1

cNC
|1
c1|2

cNC
|2

c1|NK

cNC
|NK

...

...

...

δc1|1

δcNC
|1

δc1|2

δcNC
|2

δc1|NK

δp1

δpNE

δcNC
|NK

−F1,1

−F1,NC

−F2,1

−F2,NC

−FNK,NC

−FNK ,1

−F1

−FNE

JK

Figure 1: Structure of the system of linear algebraic equa-
tions in the NRM.

The size of the system in Fig. 1 can be reduced by invert-
ing the JK blocks for all K (the inversion is possible since
the blocks are diagonally dominant for small time steps)
and eliminating vectors JE,K for all E,K. Then, we derive
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a system of NE equations for NE corrections of pressures
pE ∑

K:E∈∂K

∑
E′∈∂K

(
JE,E′ − JE,KJ−1

K JK,E′
)
δpE′

=
∑

K:E∈∂K

JE,KJ−1
K F|K − FE , (19)

where E = 1, . . . , NE , F|K = [FK,1, . . . , FK,NC
]T . Once

δpE are computed, corrections of concentrations ∆c|K =
[δc1|K , . . . , δcNC |K ]T on each cell K can be evaluated by
solving

∆c|K = −J−1
K

(
F|K +

∑
E′∈∂K

δpE′ JK,E′

)
, (20)

for K = 1, . . . , NK . The corrections δpE and δci|K for all
edges, components, and elements obtained in an iteration
of the NRM are added to the values pn+1

E and ci|n+1
K from

the previous iteration. The iteration process stops if the
condition∥∥∥[δc1|1, . . . , δcNC

|NK
, δp1, . . . , δpNE

]T
∥∥∥ < ε (21)

is satisfied for a chosen ε > 0 (see [19]).

4. Computational algorithm

Numerical solution can be computed in the following steps:
1. Initialize geometry, physical and chemical parameters,

and molar concentrations from initial condition; gen-
erate a domain triangulation.

2. Calculate pressures pK on each element using the PR
EOS from initial molar concentrations, then evaluate
all edge pressures pE by averaging pK on neighboring
elements.

3. Repeat until the predetermined final time is reached
(tn < τ):

(a) Repeat the NRM iterations until a convergence
criterion is satisfied:

i. Compute viscosities µn+1
K on each cell using

the LBC method (A.7).
ii. Compute densities ϱn+1

K on each cell using
(A.3).

iii. Calculate pressures pn+1
K on each element us-

ing the PR EOS (A.1).
iv. Assemble and solve the system (19) for edge

pressure corrections δpE .
v. Calculate molar concentration corrections

δci|K for each component and each element
from (20).

vi. Add the corrections δpE and δci|K to pn+1
E

and ci|n+1
K , respectively, check the conver-

gence (21).
(b) Continue to the next time level (n → n + 1).

In steps i.–iii. µn+1
K , ϱn+1

K , and pn+1
K are computed using

the data from the last available Newton iteration. In the
first iteration, data from the previous time step are used.

5. Numerical results

Let us consider a 2D square domain 50×50m2 which repre-
sents a cut of a propane reservoir with porosity ϕ = 0.2 and
isotropic permeability K = k = 10−14 m2 at initial pressure
p = 5·106 Pa and temperature T = 397 K in a horizontal or
vertical position. In the left bottom corner of the reservoir,
methane is injected and in the right top corner, the mixture
of methane and propane is produced (Fig. 2). The injec-
tion rate f1|K is 2.643 · 10−2/|K| molm−3s−1, where |K|
is the area of the corner grid element. Physical-chemical
properties of the mixture are summarized in Table 1. In
all examples the initial data are chosen so that the mix-
ture stays in the single-phase state. The boundary of the
domain is impermeable except the outflow corner, where
pressure p = 5 · 106 Pa is maintained. The computational
grid with 2 × m × m elements is shown in Fig. 2 (where
m = 10). Parameter ε from the NRM convergence criterion
(21) was chosen 10−6 for all computations. The system of
equations (19) was solved using UMFPACK [6, 7, 8, 9].

0 10 20 30 40 50

10

20

30

40

50

x [m]

y [m]

Injection
of

methane

Subsurface reservoir
originally filled with

propane

Outflow of mixture

Figure 2: A scheme of simulated reservoir and a structure
of the computational grid.

i (component) pci [Pa] Tci [K]

1 (CH4) 4.58373 · 106 1.89743 · 102

2 (C3H8) 4.248 · 106 3.6983 · 102

i (component) Vci [m3mol−1] Mi [kgmol−1]

1 (CH4) 9.897054 · 10−5 1.62077 · 10−2

2 (C3H8) 2.000001 · 10−4 4.40962 · 10−2

i (component) ωi [-] δi1 [-] δi2 [-]

1 (CH4) 1.14272 · 10−2 0 0.0365

2 (C3H8) 1.53 · 10−1 0.0365 0

Table 1: Relevant parameters of the PR EOS (see Ap-
pendix A) for methane CH4 and propane C3H8. Volume
translation is not used.

5.1. Convergence analysis in horizontal case

We will test convergence of the numerical scheme, derived
in section 3, using a pseudoanalytical solution – the nu-
merical solution computed on the finest grid m = 160
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(2×160×160 grid cells). Experimental order of convergence
(EOC) will be computed between grids m = 10, m = 20,
and m = 40 using the L1 , L2 , and L∞ consistent norms
for errors Em in comparison with the solution on the grid
m = 160. The error is computed on the finest grid by pro-
jecting the solutions from the coarser grids to the finest
grid and using the linear interpolation. The time step for
the solution m = 160 is chosen constant ∆t = 750 s. For
the solutions on coarser grids, ∆t is 4 times larger with
each mesh refinement (∆t ∼ m−2), i.e. ∆t = 12000 s for
m = 40, ∆t = 48000 s for m = 20, and ∆t = 192000 s for
m = 10. The EOC in a norm ∥.∥ν is given by

EOCν =
ln ∥Em1∥ν − ln ∥Em2∥ν

lnm2 − ln m1
,

where Em1 and Em2 are the numerical solution errors on
the grids with parameters m1 and m2, respectively.

The convergence analysis is, at first, performed on a
problem of injection of methane into a horizontal propane
reservoir (i.e. no gravity is considered). The EOC and
errors for the situation at time τ = 6 · 106 s are included
in Table 2. The next Table 3 contains the data from time
τ = 2.4 · 107 s, and a comparison of the solutions on the
individual grids at this time is depicted in Fig. 3.

Grid (m) ∥Em∥1 EOC1 ∥Em∥2 EOC2

10 1.1025 · 105 6.5336 · 103

20 7.1621 · 104 0.6223
4.5922 · 103 0.5086

40 4.0627 · 104 0.8179
2.8635 · 103 0.6814

Grid (m) ∥Em∥∞ EOC∞

10 1.1204 · 103

20 7.8804 · 102 0.5077

40 5.4584 · 102 0.5298

Table 2: Experimental orders of convergence and errors
of methane concentration c1, g = 0, at time τ = 6 · 106 s
compared with the numerical solution on the grid m = 160
(2×m×m elements) and time step ∆t = 750 s. On coarser
grids, ∆t ∼ m−2.

Grid (m) ∥Em∥1 EOC1 ∥Em∥2 EOC2

10 3.4079 · 105 1.109 · 104

20 2.1697 · 105 0.6514
7.6948 · 103 0.5273

40 1.218 · 105 0.833
4.7982 · 103 0.6814

Grid (m) ∥Em∥∞ EOC∞

10 1.0485 · 103

20 6.9948 · 102 0.584

40 5.0333 · 102 0.4748

Table 3: Experimental orders of convergence and errors of
methane concentration c1, g = 0, at time τ = 2.4 · 107 s
compared with the numerical solution on the grid m = 160
(2×m×m elements) and time step ∆t = 750 s. On coarser
grids, ∆t ∼ m−2.

(a) m = 10 (b) m = 20

(c) m = 40 (d) m = 160

Figure 3: Contours of methane concentration c1 at τ =
2.4 · 107 s on different grids for Table 3. Isolines are dis-
tributed uniformly between the two displayed values.

5.2. Convergence analysis in vertical case

Similarly as in the previous part, we perform the conver-
gence analysis on the problem of methane injection into a
vertically oriented 2D propane reservoir. We use the same
domain with boundary and data set as in the previous case,
but this time, gravity effect is assumed (g = 9.81 m s−2).
Pressure 5 · 106 Pa is fixed in the right upper corner of
the domain. We present the errors in L1 and L2 norm.
In Table 4, the EOC and errors from time τ = 6 · 106 s
are shown. Isolines of methane molar concentration are
depicted in Fig. 4 on all computational grids. The last
Table 5 contains the data from time τ = 2.4 · 107 s. As we
can see, the EOC is lower in the case of the vertical domain
with gravity than in the previous case of horizontal domain
without gravity (cf. Tables 2 and 3).

Grid (m) ∥Em∥1 EOC1 ∥Em∥2 EOC2

10 1.3433 · 105 8.644 · 103

20 8.8787 · 104 0.5973
6.3535 · 103 0.4441

40 5.2006 · 104 0.7717
4.2211 · 103 0.59

Table 4: Experimental orders of convergence and errors
of methane concentration c1, g = 9.81m s−2, at time τ =
6 · 106 s compared with the numerical solution on the grid
m = 160 (2 × m × m elements) and time step ∆t = 750 s.
On coarser grids, ∆t ∼ m−2.
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Grid (m) ∥Em∥1 EOC1 ∥Em∥2 EOC2

10 6.5964 · 105 2.2368 · 104

20 5.0932 · 105 0.3731
1.8978 · 104 0.2371

40 3.7703 · 105 0.4339
1.5975 · 104 0.2485

Table 5: Experimental orders of convergence and errors
of methane concentration c1, g = 9.81m s−2, at time τ =
2.4 ·107 s compared with the numerical solution on the grid
m = 160 (2 × m × m elements) and time step ∆t = 750 s.
On coarser grids, ∆t ∼ m−2.

(a) m = 10 (b) m = 20

(c) m = 40 (d) m = 160

Figure 4: Contours of methane concentration c1 at τ =
6 · 106 s on different grids for Table 4. Isolines are dis-
tributed uniformly between the two displayed values.

CPU-times for the simulation of the horizontal and ver-
tical domain on particular grids can be found in Table 6.

Grid (m)

10
20
40
80
160

g = 0: CPU-time [s]

35
207
1976
73538
436365

g ̸= 0: CPU-time [s]

30
218
2378
35633
554308

Table 6: Computational times for solutions computed on
different grids on Dual-Core AMD Opteron(tm) Processor
2216, 2400 MHz (single core used), cache size 1 MB, and
total memory 8 GB.

6. Conclusion

In this work, we have developed a new numerical scheme
based on a combination of the MHFEM and FVM for sim-
ulation of single-phase compressible multicomponent flow
in a porous medium. Unlike in traditional approaches, we
evaluate the pressure directly from the equation of state.
The system of nonlinear algebraic equations obtained by
combining the MHFEM, FVM, and using the Euler method
is linearized by the Newton-Raphson method. The size of
the resulting system of linear algebraic equations depends
on the number of mixture components. Therefore, we pro-
posed a technique reducing significantly the system into a
size that is independent on the number of mixture com-
ponents. Consequently, computational costs are compara-
ble with traditional sequential approaches. Although we
tested the numerical model for two components, the ad-
vantage of this approach is expected to be larger in the
more components case. Our method provides exact local
mass balance (up to the non-linear solver error) which is
important for solving problems especially in a heteroge-
neous medium. Convergence of the numerical scheme was
successfully verified by evaluating the experimental order
of convergence on two problems of methane injection into
a horizontal and vertical propane reservoir. In the future
work, we would like to improve the current model using
the high order methods and to test it on problems involv-
ing more than two components.

Appendix A

Peng-Robinson equation of state

In this work, pressure is given by the PR EOS [18, 10] as

p =
R T

NC∑
i=1

ci

1 −
NC∑
i=1

bi ci

−

NC∑
i=1

NC∑
j=1

aij ci cj

1 + 2
NC∑
i=1

bi ci −
(

NC∑
i=1

bi ci

)2 . (A.1)

In equation (A.1), R = 8.314472 JK−1mol−1 is the univer-
sal gas constant, T the temperature [K], and

aij = (1 − δij)
√

aiaj , ai =
0.45724 R2 Tc

2
i

pci

αi ,

αi =
(
1 +

(
0.37464 + 1.54226 ωi − 0.26992ω2

i

)
·

·
(
1 −

√
Tri

))2

, Tri =
T

Tci

, bi =
0.07780 R Tci

pci

,

(A.2)
where δij is the binary interaction coefficient [-]; Tci , pci ,
ωi , Tri are the critical temperature, critical pressure, acen-
tric factor [-], reduced temperature [-], respectively – all
corresponding to the i-th component.
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Density computation

The density-molar concentrations relation, according to
[11], reads as

ϱ =
NC∑
i=1

Mi ci , (A.3)

where Mi is the molar weight of the i-th component
[kgmol−1].

Lohrenz-Bray-Clark model for viscosity

In the numerical computations, the model proposed by
Lohrenz, Bray, and Clark [15] in 1964 is used for estimation
of (dynamic) viscosity of hydrocarbon mixtures. At first,
empirical formulas for the viscosity µ0

i of low-pressure pure
component fluids are evaluated as follows

µ0
i =

{
34 · 10−5 Tr

0.94
i /ξi for Tri ≤ 1.5 ,

17.78 · 10−5 (4.58Tri − 1.67)5/8
/ξi for Tri > 1.5 ,

(A.4)
where

Tri =
T

Tci

, ξi =
Tc

1/6
i

M
1/2
i pc

2/3
i

, i = 1, . . . , NC . (A.5)

Next, we express the low-pressure viscosity of a mixture of
NC components as

µ0 =

NC∑
i=1

zi µ0
i

√
Mi

NC∑
i=1

zi

√
Mi

, (A.6)

where zi = ci/c is the mole fraction of the i-th component.
The final viscosity µ of the multicomponent fluid for higher
pressures is given by[(

µ − µ0
)
ξ + 10−4

]1/4
= 0.1023 + 0.023364 cr+

+ 0.058533 c2
r − 0.040758 c3

r + 0.0093324 c4
r . (A.7)

In equation (A.7), cr is called the reduced molar density
defined as

cr = c

NC∑
i=1

zi Vci , (A.8)

where Vci is the critical molar volume of the i-th compo-
nent. The parameter ξ in (A.7) is computable according
to

ξ =

(
NC∑
i=1

zi Tci

)1/6

(
NC∑
i=1

zi Mi

)1/2 (
NC∑
i=1

zi pci

)2/3
. (A.9)

In relations (A.4)–(A.9) the temperatures T and Tci are
in Kelvins, molar weights Mi in grams per mole, critical
pressures pci in atmospheres (1 atm = 101325 Pa), critical
molar volumes Vci in litres per mole, molar densities c and
ci in moles per litre, and viscosity µ is in the units of cen-
tipoise

(
1 cP = 10−3kgm−1 s−1

)
.

Appendix B

In this part, we describe details of derivation of discrete
Darcy’s law (7) using the Raviart-Thomas space. Raviart-
Thomas space of the lowest order RT0

K , over an element
K from a triangulation TΩ (consisting of triangles) of the
domain Ω, is generated by the basis functions

wK,E(x) =
1

2|K|
(x − NK,E) , ∀x ∈ K , E ∈ ∂K ,

(B.1)
where NK,E ∈ K is a node against edge E. The basis
functions (B.1) satisfy the following properties

∇ · wK,E(x) =
1
|K|

, wK,E(x) · nK,E′ =
δE,E′

|E|
. (B.2)

Multiplying (6) with the basis function wK,E , and inte-
grating over element K, we can write∫

K

∇p · wK,E′ = −µK

∑
E∈∂K

qK,E

∫
K

K−1wK,E · wK,E′+

+ ϱK

∫
K

g · wK,E′ , (B.3)

where we have used (5) and the mean value theorem. Using
the Green theorem, the mean value theorem, and proper-
ties (B.2), we obtain∫

K

∇p·wK,E′ =
∑

E∈∂K

∫
E

pwK,E′ ·nK,E−
∫
K

p∇·wK,E′ =

=
1

|E′|

∫
E′

p

︸ ︷︷ ︸
pK,E′

− 1
|K|

∫
K

p

︸ ︷︷ ︸
pK

. (B.4)

Denoting

AK,E,E′ =
∫
K

K−1wK,E · wK,E′ , GK,E′ =
∫
K

g · wK,E′ ,

(B.5)

we combine (B.3) and (B.4) into

µK

∑
E∈∂K

qK,EAK,E,E′ = pK − pK,E′ + ϱKGK,E′ . (B.6)

Because K is uniformly positive-definite (see [16]), i.e.

∃α0 > 0 : α0

2∑
i=1

ξ2
i ≤

2∑
i,j=1

[K(x)]i,j ξi ξj , ∀ξ ∈ R2 , (B.7)

for almost all x ∈ Ω , it is possible to invert the matrix
AK = (AK,E,E′)E,E′∈∂K . Multiplying (B.6) in a vector
form by A−1

K , we obtain

qK,E = µ−1
K

(
αK

E pK −
∑

E′∈∂K

βK
E,E′pK,E′ + γK

E ϱK

)
,

(B.8)
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which is Darcy’s law (7) with coefficients αK
E , βK

E,E′ , and
γK

E given by

αK
E =

∑
E′∈∂K

A−1
K,E,E′ , βK

E,E′ = A−1
K,E,E′ ,

γK
E =

∑
E′∈∂K

A−1
K,E,E′GK,E′ ,

(B.9)

where A−1
K,E,E′ is the element of the inverse matrix A−1

K .
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